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Toward a Practical Energy Conservation Mechanism
With Assistance of Resourceful Mules
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Abstract—As wireless sensor networks (WSNs) gradually move
from specialized fields such as military and industry toward
domains with general purposes, more and more sensors locate
around our living areas. The reality that various wireless devices
coexist in new circumstances encourages us to come up with new
ideas to solve the extremely energy-constrained problem in WSNs.
In this paper, we propose energy conservation with assistance
of resourceful mules (ECARM), a mechanism that opportunisti-
cally utilizes resourceful mules (RMs) such as specifically designed
powerful sensors or ubiquitously used laptops, tablet PCs, and
smart phones to act as assistants and save energy for WSNs.
We verify ECARM through extensive simulations written on the
OMNET++ platform. Single RM simulation shows that 43%
sensors in an RM’s communication range enjoy power reduction
by decreasing their wake-up time to 16% at most. Multiple RM
simulations illustrate that 86% sensors in the simulated network
benefit from 14 RMs, and wake-up time of 56% sensors decrease
to 50% below. We emphasize that ECARM can also be applied
in duty-cycled WSNs that adopt schemes such as ContikiMAC
and X-MAC. Simulation results demonstrate that the duty-cycling
ratio of ContikiMAC is further decreased by at least 20.9% after
the ECARM application.

Index Terms—Duty-cycling, energy conservation, resourceful
mule (RM), wireless sensor network (WSN).

I. INTRODUCTION

I N THE last decades, wireless sensor networks (WSNs) have
attracted lots of interests in research and industrial com-

munities. Numerous applications including military assistance
[1], intelligent transportation [2], and environment surveillance
[3] have been developed and they will inevitably affect most
aspects of our lives. However, the severe energy constraint
is the key factor that hinders the wide-scale deployment of
WSNs [4]–[6]. This constraint is mainly caused by three fac-
tors: 1) sensors are mainly battery-powered [7]; 2) sensors are
always left unattended after deployment [8]; and 3) a WSN
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always consists of a great number of sensors, such that battery
replacement could consume intensive labor.

Fortunately, the new development trend of WSNs provides
us opportunities to overcome these limitations. In recent years,
lots of WSN applications have shifted from specific fields to
domains related to people’s daily lives such as health care [9],
[10] and intelligent home [11], where a variety of wireless
devices coexist. Compared to tiny sensors, mobile devices such
as smart phones and laptops have abundant energy and power-
ful computation capacities. For simplicity, we use the term
resourceful mules (RMs) to represent these mobile devices.
Leveraging RMs to act as assistants to save energy for weaker
sensors has become a new research hot spot [12]–[18].

Generally, there are two kinds of methods that utilize motion-
less and movable RMs. Motionless methods (e.g., cluster-head
[18]) assume that RMs are part of WSNs and their locations are
fixed within entire lifetimes, which can be applied only if RMs
are deployed before the start of WSNs. In this paper, we focus
on movable RM cases.

Actually, movable RMs can have both mobile and static
characteristics. Mobility accounts for the most important place
when RMs shift from one place to another, while static char-
acteristics become dominant if RMs sojourn. However, most
researches focus on the mobile aspect of movable RMs and
little attention is paid to explore their benefits in static situa-
tions. We give an example to illustrate the difference. Suppose
a WSN is deployed in an office building and p1 and p2 are two
smart phones carried by two employees P1 and P2 who work
there. Every sensor keeps awake and periodically monitors the
environments. Whenever sensory data are gathered by sensors,
they will be forwarded via multiple wireless hops to a sink.
The movement pattern of the two employees is distinct: P1 is
a supervisor and keeps traversing the office area, whereas P2 is
a worker who enters the office, sits down statically, and keeps
working for hours.

The existing methods [12]–[18] utilize mobile RMs such as
p1 as follows: When p1 passes by a sensor, it collects data
from the sensor. After p1 moves close to the sink, all the col-
lected data are transmitted to the sink. Sensor energy is saved
because sensory data are forwarded by physical movements of
p1 rather than costly multihop wireless transmissions. This type
of methods requires predefined movement pattern of RMs and
inevitably causes huge delay (tens of minutes) since physical
movement is much slower than wireless transmission.

Since most employees (mobile devices) in an office build-
ing sojourn statically for more than 8 h every day, why don’t
we incorporate them in the WSN to improve the performance
of weaker sensors? In this paper, we exploit benefits from
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long-been-neglected static aspects of movable RMs such as p2.
However, extracting energy gains through static RMs entails a
number of research challenges, which includes: 1) RMs with
long sojourn time need to be selected out from lots of random
RMs; 2) the proposed mechanism requires distributed nature
since each RM has little knowledge of other RMs; and 3) sen-
sor behaviors need to be coordinated appropriately, such that a
part of them could switch to the low-power sleep mode and save
energy.

To address these challenges, this paper presents a practi-
cal mechanism named energy conservation with assistance of
resourceful mules (ECARM). We analyze typical dynamics of
employees in an office building and find that if an employee
has already sojourned in a spot for several minutes, he/she has
a high probability to continue for a long duration. Then, we
design a threshold-based method to select out those RMs with
potential benefits. After an RM is incorporated, sensors within
its coverage are classified into two types, which are: 1) source
and 2) forward nodes. Source nodes reelect the RM as their
new next-hop and send data to it. The RM alternatively chooses
a forward node to relay the collected data. As long as there
are more than one forward node, the remaining forward nodes
could stay in the sleep mode and conserve energy. Although
only forward nodes benefit from RMs, sensor types are not
fixed. In a long term, source nodes will become forward nodes
and enjoy energy saving too.

The above-mentioned situation assumes that every sensor
keeps awake continuously before RM participation, which
is simple but energy-consuming. Nowadays, duty-cycling
schemes such as ContikiMAC [19] and X-MAC [20] are
prevalently adopted. One of the most important advantages of
ECARM is that it can be applied even when sensors are already
duty-cycled. After an RM is incorporated, source nodes send
data to the RM directly without long preamble or repeated
transmission, whereas forward nodes experience dual cyclings.
As a result, both types of sensors enjoy energy saving, and
energy conservation efficiency of ECARM is increased.

The main contributions of our work can be summarized as
follows.

1) We propose a practical mechanism ECARM, which
exploits benefits from long-been-neglected static aspects
of movable RMs.

2) Through extensive simulations, we show that 43% sen-
sors in an RM coverage enjoy power reduction and their
lifetime is prolonged by a factor of 6.25 in the best case.

3) We also apply ECARM in a duty-cycled WSN with state-
of-the-art ContikiMAC [19]. Simulation results demon-
strate that the duty-cycling ratio of sensors within RM’s
coverage is further decreased by 20.9% at least, which is
a significant improvement over pure ContikiMAC.

This paper is organized as follows. Section II presents the
ECARM overview and the design details are described in
Section III. Section IV shows the simulation and we apply
ECARM in a duty-cycled WSN in Section V. Some prac-
tical issues are discussed in Section VI. Related work is
described in Section VII. Finally, Section VIII concludes this
paper.

TABLE I
RADIO POWER CHARACTERIZATION

II. OVERVIEW

First of all, we explain why wake-up/sleep cycling is an
effective way for energy saving (here, we use the term wake-up/
sleep cycling to differentiate from duty-cycling schemes in the
MAC layer such as ContikiMAC [19] and X-MAC [20]). As
illustrated in [4] and [21], radio is the main energy consumer
of a sensor. More specifically, radio power consumption in
transmission (tx), reception (rx), and idle modes is roughly at
the same level and orders higher than the sleep mode, whose
energy consumption is negligible [21]. The energy profiles of
the Atheros card and the TR1000 radio [4] (see Table I) are
examples of this regularity. Therefore, wake-up/sleep sched-
ules that put some sensors into the sleep mode are efficient
energy-saving methods.

Second, we note that ECARM is suitable for scenarios with
limited RM dynamics. Offices and libraries are typical appli-
cable environments, where people (RMs) spend most of the
time staying in a spot statically and seldom move. Whenever
they move, they quickly leave that spot. Another requirement
of ECARM is that routing protocols adopted by WSNs should
ensure a structural topology. For example, shortest-path or tree-
based (e.g., CTP [22]) routing protocols are appropriate for
ECARM. (These two types are most prevailing routing proto-
cols in WSNs.) However, random routing schemes such as [23]
are inappropriate.

Then, we describe the main steps of ECARM: RM selection,
information exchange, cycling coordination, and fast recovery.

A. RM Selection

The main purpose of this step is to find those RMs with a
high probability to sojourn statically for a long duration. After
an RM R emerges in WSNs, its neighbors will learn its exis-
tence through lower-layer neighbor discovery protocols. The
sojourn time of R will be recorded and only after it passes
a predefined threshold K0 (to be discussed in Section III-A),
R will be allowed to participate in WSNs and become an
assistant.

B. Information Exchange

Before R coordinates sensor behaviors, necessary informa-
tion is required, which includes all R’s neighbors and their
corresponding next-hop nodes. In Fig. 1, R’s neighbor set
NR = {3, 4, 5, 6, 7, 8, 9, 10, 11, 12}, its neighbors’ next-hop set
Nx

R = {1, 2, 2, 1, 3, 5, 4, 6, 4, 4}. NR can be obtained directly



QU et al.: TOWARD PRACTICAL ENERGY CONSERVATION MECHANISM WITH ASSISTANCE OF RMs 147

Fig. 1. Example of ECARM. (a) Original topology. (b) WSN topology after RM participation.

through neighbor discovery, and Nx
R can be piggy-backed in

the neighbor discovery packets.

C. Cycling Coordination

With adequate information, R classifies all its neigh-
bors into two categories, which are: 1) source nodes and
2) forward nodes. In our example, source node set Ns

R =

{7, 8, 9, 10, 11, 12} and forward node set Nf
R = {3, 4, 5, 6}.

Then, R figures out wake-up/sleep schedules of forward nodes,
and the results are broadcasted to all R’s neighbors (details are
described in Sections III-B and III-D).

After all R’s neighbors are assigned with new roles, they
adjust behaviors as follows: source nodes reelectR as their next-
hop and send data to R, and forward nodes begin wake-up/
sleep cycling under the coordination of R. Energy of for-
ward nodes are saved because only one of them is required to
be awake, the remaining ones could stay in the sleep mode.
As to source nodes, energy consumption remains unchanged.
However, after we apply ECARM in a duty-cycled WSN, adopt-
ing X-MAC [20] or ContikiMAC [19], source nodes could send
data to RMs without long preamble. Thus, energy is also saved.

D. Fast Recovery

RMs will not sojourn forever and may leave the WSN field.
Whenever sensors find that R has disappeared, they are obliged
to return to its original behavior as quickly as possible. We
define a threshold K1. If K1 data packets of source nodes are
lost consecutively or K1 wake-up durations of forward nodes
do not receive any packet from RMs, sensors recognize that
R has left. Then, they delete R from their neighbor table and
return to the connection relationships before R appears [see
Fig. 1(a)]. Through extensive simulations, we find that K1 = 3
obtains nice tradeoff between recovery speed and detection
reliability.

III. DESIGN

In this section, we illustrate ECARM details, which is
designed under the principle of effectiveness, low complexity,
and robustness.

Fig. 2. Set proper K0 based on RM mobile regularity.

A. Threshold K0

The optimal setting of K0 is highly related to the mobile reg-
ularity of RMs (persons). Here, we give an example to show
how to find its proper value. We analyze a dataset collected by
Massachusetts Institute of Technology (MIT) Reality Mining
Group, which contains the dynamics of 23 employees at a
Chicago-based data server configuration firm for 1 month [24].
We first extract the locations where an employee has stopped
by, and then we record the corresponding sojourn time at each
location. The results are shown in Fig. 2. We find that the
majority of sojourn time is short (not greater than 1 min),
however, if an employee has already stayed at a location for
minutes, he/she tends to stay for a longer duration. Suppose
the MIT dataset is collected in an area covered by a WSN
and every stop/movement behavior of an employee stands for
the sojourn/leave mobility of an RM, a threshold K0 = 4 min
will filter out 96% RMs and the remaining 4% with sojourn
times ranging 4–271 min (the average value is 13 min) will be
recognized as useful assistants to the WSN.

Based on the observation that sensors are tiny devices with
very limited capacity (e.g., computation, storage, and power),
let sensors themselves to decide how to function optimally
based on the movement patterns of RMs will consume lots of
sensor capacities, which is undesirable. In fact, involvement
of system parameters can be effective to offload some stress-
ful tasks from tiny sensors to powerful PCs. In this paper, we
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Fig. 3. Sensors are classified by their connection relationships.

record and analyze movement patterns of potential RMs and get
the optimal settings of parameter K0. The MIT dataset can be
deemed as a typical application scenario, and K0 = 4 min will
be suitable for most cases. However, if this value is improper
for some special scenarios, only one person, one watch, and
several hours of observation will enough to find a proper K0.
After that, optimal values are adopted by all sensors. The pro-
posed solution is simplified and only focuses on its main task,
i.e., energy conservation.

B. Node Classification

We borrow ideas from [6] and [25], which classify nodes
by their connections. In GeRaF [6], sensors in the coverage
area of source nodes are partitioned into several parts based on
their distance to the sink. Source nodes prefer to choose sen-
sors located in parts closer to the sink as data relays. However,
this location awareness assumption is impractical in most WSN
application scenarios.

In this paper, such assumption is avoided. As to informa-
tion collection WSNs, which are the most prevailing WSN
application scenarios, all of the sensory data are relayed from
data generators toward a sink, such that the sensor’s next-
hop is closer to the sink than the sensor itself theoretically.
Accordingly, data passing through an RM’s coverage area are
relayed by sensors whose next-hop is both out of that area and
closer to the sink than the RM. Under this concept, we clas-
sify sensors into four types (for simplicity, in this section, we
only consider the situation that each sensor is covered by at
most one RM. More complicated situations are discussed in
Section III-E).

1) Source node: A node and its next-hop are both neighbors
of the same RM.

2) Forward node: A node is a neighbor of an RM, and its
next-hop is not a neighbor of that RM.

3) Affected node: A node’s next-hop is a forward node of an
RM. But the node itself is not a neighbor of that RM.

4) Normal node: A node satisfies that neither itself nor its
next-hop is the neighbor of RMs. Without RM, every
sensor is regarded as normal.

An example of node classification is given in Fig. 3.
After R’s participation, source and forward nodes change

their behaviors as described in Section II. Here we emphasize
on affected nodes. Forward nodes may be next-hops of sen-
sors that locate out of the communication range of the RM.
Without precise cycling information, an affected node A may
send data to its next-hop F (belonged to forward nodes) dur-
ing F is asleep, which will cause serious packet loss. To avoid
this, A is obliged to learn the wake-up/sleep cycling of F .

(The interaction will be described in detail in Section III-C.)
Then, A buffers packets during F is asleep and sends the
buffered packets after F wakes up.

C. Wake-Up/Sleep Cycling Determination

Within the coverage of R, only one awake forward node
is enough for data relay. A time-slot-based circular schedule
method (with time slot ts) is adopted because of its simplicity
and efficiency. Parameter ts determines the basic wake-up dura-
tion of a forward node. Let nR denote the number of forward
nodes associating with R.

As to forward node i, where i = 1, 2, . . ., nR, the time-slot-
based circular schedule period TR

p is also its wake-up/sleep
cycling period, which is

TR
p = nR × ts = T i

sl + T i
wk (1)

where T i
sl and T i

wk are wake-up and sleep durations of i in a
single wake-up/sleep cycling.

Different from ts that is allocated for relaying R’s collected
data, time interval tac is designated for the channel access delay
caused by the MAC layer. Without tac, data received at the end
of the T i

wk period may not have the opportunity to be transmit-
ted in this cycling, which may cause severe delay especially in
the case where ts is very long. Both ts and tac are predefined
parameters and identical for all sensors.

We have already mentioned that forward node i may be the
next-hop of affected nodes, where data buffered will be trans-
mitted when i wakes up. This part of data may interfere with
data from R. To avoid collision, we allocate tiaf to deal with
buffered data uniquely. Therefore, we have

T i
wk = tiaf + ts + tac. (2)

An example of the time-slot-based circular schedule where
NR = 4 is illustrated in Fig. 5.

Next, we show how to calculate tiaf properly while keeping
the simplicity of ECARM. As we already knew, tiaf is desig-
nated to deal with data buffered in affected nodes, such that
tiaf is determined by the potential number (denoted as P i

a) of
affected nodes and their data rates. We notice that P i

a is related
to the neighbor divergence between i and R. If all neighbors of
i locate in R’s coverage area, no affected node would exist and
tiaf is totally unnecessary. On the contrary, if most neighbors of
i locate far away from R, P i

a becomes larger and a longer tiaf is
required. Therefore, we have

P i
a = 1− niR

re

ni
ne

(3)

where ni
ne means the number of i’s neighbors, and niR

re stands
for the number of nodes that are neighbors of both i and R.

We assume that the data collection rate of R is γR, and the
number of source nodes in R’s range is ns

R. Therefore, the aver-
age data rate of source nodes is γR

ns
R

. Luo and Hubaux [25]
proved that the data rate of sensors in information collection
WSNs is a function of its distance from the sink. Hence, data
rates of affected nodes and source nodes corresponding to the
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Fig. 4. First role is assigned by RM1; after the emergence of RM2, sensors change their behaviors as follows. (a) Rule 1: source node S1 remains unchanged.
(b) Rule 2: S1 becomes a normal node after RM1 and RM2 both assign it with forward roles. (c) Rule 3: affected node S1 (its next-hop is forward node S2)
becomes source node. (d) Rule 4: forward and source roles coexist on S1. (e) Rule 5: forward node S1 (its next-hop is normal node S2) becomes affected node
after S2 is assigned with a forward role.

same RM are similar. We assume i’s data reception rate during
tiaf equals to that during ts, which can be represented by

γR =

γR

ns
R
× TR

p × P i
a

tiaf

. (4)

Thus, tiaf can be estimated.

D. Interactions and Localized Synchronization

Node classification and wake-up/sleep cycling results are
broadcasted to R’s neighbors. After that, source nodes change
their next-hops to R instantly. Nevertheless, forward nodes
delay wake-up/sleep cycling operations by θ (they keep awake
during θ), which is designated for discovering affected nodes.
Suppose that each sensor generates data in a Poisson process
with parameter λ (other distributions can be handled similarly),
which means the interval τ between any two packets is dis-
tributed exponentially. If there exists an affected node A, we
can assure that its next-hop F will receive data from A (i.e., suc-
cessfully find A) with a minimum probability of 1− η after we
delay F by θ, where η satisfies that the probability P{τ ≥ θ}
≤ η. In this paper, we set η = 1% (i.e., θ = 4.6λ), which means
that the lower bound probability to successfully find A is 99%.
This is because A’s data rate is far bigger than λ considering
that it not only generates data itself but also relays data for
others. F notifies A of its wake-up/sleep cycling after A is
successfully detected. On the contrary, if F only receives data
from its corresponding RM during θ, it deems that no affected
node exists.

It is easy to find that time-slot-based schedules require syn-
chronization among R and its associated forward nodes (if there
exist affected nodes, synchronization is extended to two hops).
Notoriously, synchronization is an issue that we should avoid
due to its complexity and high overhead. However, in ECARM,
this issue is simplified to a great extent because of two factors.
The first one is that we only require localized synchronization,
i.e., at most two hops. As shown in Fig. 5, the boundary of time-
slot ts should be aligned with R’s clock. Therefore, whenever R
has data to relay, the designated forward node is awake. This is
assured by taf and tac before and after ts, such that the robustness
of the time-slot-based circular schedule is increased and small
time skew will not influence normal communications, which is

Fig. 5. Time-slot-based circular schedule. R relays data to forward nodes 1–4
alternately. At the beginning, Node 1 wakes up and relays data for R, and then
it goes to sleep for energy saving and the data relay task is passed to Node 2,
and so on.

the second factor. Synchronization in this paper neither requires
high accuracy nor wide scale. Therefore, simple synchronization
schemes such as FTSP [26] and TPSN [27] can be adopted.

E. Multiple RMs

The above sections only consider the situation that each sen-
sor is covered by at most one RM. Here we discuss the multiple-
RM situation exclusively. The RM participation indeed brings
power conservation for sensors. But it does not mean the more
RMs the better. Excessive RMs would cause unnecessary inter-
action burden and worsen the channel environment. Our policy
is that only one RM is allowed to participate in the WSN within
its coverage. We adopt a conservative strategy that an RM will
ask for participation only after it confirms its uniqueness in
its range. If an RM has already joined the network, the newly
appeared one will keep silent until the former one disappears.

However, a sensor overlapped by two or more RMs that can-
not hear each other will be assigned with multiple roles (types),
which may cause sensor behavior confusion. Although this situ-
ation rarely happens, the results would cripple WSNs seriously.
To ensure sensors function orderly and keep ECARM simple
and robust, we set the following rules.

1) Source nodes do not change their behaviors if another
source role is assigned.

2) Forward nodes become normal if an additional forward
role is assigned.
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3) Nodes with affected and source roles at the same time
become source nodes.

4) Source and forward roles (only one forward role) coexist.
5) Nodes with affected and forward roles at the same time

become affected nodes.
Rule 1 is evident and Rule 2 avoids the situation that mul-

tiple asynchronous wake-up/sleep cyclings coexist on a single
forward node. We set Rule 3 because source role means sensors
could transmit data to always-awake RMs, which is preferable
than buffering them and delay-sending to forward nodes. As to
Rule 4, sensors with forward and source roles at the same time
both perform wake-up/sleep cycling and send data to RMs. As
we discussed above, affected nodes adjust their behaviors based
on the cycling of their next-hops. They might miss the chance
to send buffered data if they go to sleep. Rule 5 is set to pre-
vent this. Examples are shown in Fig. 4. Based on the above
five rules, sensors adjust their behaviors whenever a new role
is assigned or an old role is outdated. Algorithms can be easily
implemented under the above rules. Here, we omit them due to
limited space.

IV. EVALUATION

We evaluate ECARM through simulations written on the
OMNET++ platform [28], a C++-based discrete event simu-
lation tool. We build a simplified protocol stack with 4k line
of C++ code.1 Our simulation setup includes a wireless link
with 250 kbps transmission/reception rate and a CSMA-type
MAC which complies with the IEEE 802.15.4 standard [29].
Above the MAC layer, we choose a shortest path routing proto-
col. In our simulation, sensors generate sensory data packets
with a length of 100 bytes in a Poisson distribution manner
with parameter λ. We have also tried other distribution manners
and inhomogeneous generating rates. However, all the simula-
tion results are similar. Data-generating methods have limited
impact on the final results. Thus, we adopt a homogeneous
assumption for simplicity. All of the generated data will be
transmitted to a unique sink through multihop wireless links.
The transmission range (denoted as r) of sensors (the sink) are
identical to RMs.

As we mentioned in Section II, the energy cost of wireless
radios in transmission, reception, and idle mode is roughly at
the same level and almost an order higher than the sleep mode
[21]. Without ECARM, sensor radios are running in always-
ON state. After the participation of RMs, a part of sensors
could sleep opportunistically and their energy consumption is
reduced. In this paper, we quantify ECARM’s energy conserva-
tion efficiency as the sleep ratio (or wake-up ratio), which is the
ratio between the cumulative sleep (wake-up) time and the total
simulation time.

To comprehensively assess ECARM, we set up two groups
of simulations, which are: 1) single RM and 2) multiple RMs.
We also adopt two node distributions: 1) random (N sensors
distributed in a uniformly random fashion over a rectangle field
of size L× L, as shown in Fig. 6) and 2) controlled distribu-
tion. [The locations of sensors/sink and RMs are predefined,

1The source code of our simulations can be found online. [Online].
Available: http://sourceforge.net/projects/ecarm/?source=directory

Fig. 6. Location of sensors and RMs. Solid circles, hollow diamonds, and the
square are sensors, RMs, and the sink, respectively.

TABLE II
SIMULATION PARAMETER SETTINGS

as shown in Fig. 1(b).] Some default parameter settings are
shown in Table II. For simplicity, we represent the density of
the network as sensor’s average number of neighbors, denoted
by parameter ρ, where ρ = Nπ r2

L2 .
This section is organized as follows: first, only one static

RM is involved in the simulated WSN and we focus on the
wake-up/sleep cycling part of the proposed solution. Then, we
include multiple RMs to evaluate our solution in an ideal appli-
cation scenario, i.e., all RMs are motionless. Finally, a group of
more practical trace-based simulations are demonstrated with
14 mobile RMs.

A. Single RM

1) Number of Three Types of Nodes: First, we care about
the number of nodes with source, forward, and affected types
after the participation of an RM. We locate an RM in the center
of the randomly distributed WSN to ensure that all neighbors of
the RM are contained in the network. At each density degree,
we repeatedly run the simulation at least ten times and calculate
the average number of three types of nodes. For each run, we
set a different random number seed to obtain different distribu-
tions. The results are shown in Fig. 7. On average, within RM’s
coverage, 57% sensors are source nodes and the remaining 43%
are forward nodes. Out of RM’s coverage, the average number
of affected nodes is of 20.4% node density.

2) Energy Conservation Versus Number of Forward Nodes:
As we mentioned before, a time-slot-based schedule was
adopted by ECARM. Therefore, the more forward nodes, the
longer are the sleep duration and the higher sleep ratio. To
verify this, we add/remove forward nodes in the controlled dis-
tribution topology in the second simulation (with a simulation
time of 10 000 s) and show the wake-up period Twk, the sleep
period Tsl and the sleep ratio of Node 6 in Fig. 8. (The results
are similar to other forward nodes.) In the case of eight for-
ward nodes, Node 6 keeps in the sleep mode for 84% of the
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Fig. 7. Number of three types of nodes versus node density.

Fig. 8. Forward node: wake-up/sleep cycling versus node number (ts =
100ms).

Fig. 9. Sleep ratio of forward node versus ts (n = 4).

total simulation time, which means its lifetime is prolonged by
a factor of 6.25 theoretically.

3) Energy Conservation Versus Time Slot ts: One of the
most important parameters of ECARM is time slot ts. We vary
ts from 20 to 1000 ms in the controlled topology and run our
third simulation. From Fig. 9, we can see that the sleep ratio of
forward nodes increases with ts. However, it increases slowly
after ts > 100 ms.

4) Increased End-To-End Delay: The above-mentioned
simulations evaluate ECARM’s energy efficiency in single RM
scenarios. But they did not show its influence (primarily related
to increased packet end-to-end delay) to WSNs. To illustrate the
delay variation before/after the participation of R, we adjust the
appearance time of R from default time t = 0 to t = 4000 s in
our fourth simulation. We choose Nodes 6, 12, and 13 in the
controlled topology to represent forward, source, and affected

Fig. 10. Average end-to-end delay of data packets from affected, source, and
forward nodes (R appears at t = 0 s).

nodes, respectively. (Choosing other nodes will obtain similar
results.)

Fig. 11(a) shows that ECARM does not influence the end-
to-end delay of packets generated by forward nodes. This is
because whenever sensory information is obtained, forward
nodes will wake up (if they are in the sleep mode) and trans-
mit it instantly. As to source nodes, the delay raise is caused
by an additional wireless hop, which is approximately 4 ms.
For example, in Fig. 1(b), after the participation of R, the relay
process of packets from Node 12 is Node 12 → R → Node 6,
rather than Node 12 → Node 6 directly. Fig. 11(c) shows the
packet delay of affected nodes, which increases significantly
after the appearance of R. This is mainly caused by those
buffered data during the sleep period of its next-hop.

In our fifth simulation, we reset the RM’s appearance time to
t = 0 and vary ts to show that the average delay of data gener-
ated by affected nodes is proportional to the sleep time of their
next-hops, which is mainly determined by ts and the number of
forward nodes. (The results are shown in Fig. 10.)

The increased end-to-end delays are not only determined by
the number of RMs, but also the distribution and connection
relationships of sensors/RMs, which is complicated and thus
omitted in this paper. However, through extensive simulations,
we found that evenly distributing RMs in WSNs to achieve full
sensor coverage (i.e., every sensor is covered by at least one
RM) and reduce redundancy at the same time (i.e., reduce the
number of sensors that are covered by more than one RM) is
a simple and effective way to get the best tradeoffs between
energy conservation and increased end-to-end delay.

B. Multiple RMs

1) Static RM Scenarios: Single RM simulations have
proved the effectiveness of ECARM. In this section, we eval-
uate ECARM’s energy efficiency in a more practical multiple
RM environment. We assume that our laboratory is covered by
a WSN and all student laptops are RMs. Sensors are randomly
distributed and RMs are evenly located in the WSN field as
shown in Fig. 6. Simulation time is set to 864 000 s to imitate
conditions during a whole day. In this scenario, we suppose that
every RM is statically located and never powers OFF or leaves
the WSN field and they participate in the WSN at the beginning
of the simulation.
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Fig. 11. Average end-to-end delay of packets generated by affected, source, and forward nodes. (An RM appears at time 4000 s and time slot ts = 100ms.)
(a) Forward node. (b) Source node. (c) Affected node.

Fig. 12. CDF of sensor sleep ratio in a static scenario.

Fig. 13. CDF of packet end-to-end delay in a static scenario.

Fig. 12 shows the CDF of the sensor sleep ratio. We can see
that 64% sensors enjoy energy conservation and their sleep ratio
becomes higher when we increase ts from 20 to 100 ms. More
specifically, 21 sensors (42%) sleep for more than half of the
total simulation time when ts = 20ms and the number rises to
28 (56%) when ts = 100ms. The average sleep ratio over all
sensors is 26.3% and 36.9% in the ts = 20ms and ts = 100ms
cases, respectively. Fig. 13 shows the CDF of packet end-to-end
delay in such a scenario. When ts = 20ms, the average packet
end-to-end delay increases 37.3% from 34.8 to 47.8 ms. In the
ts = 100ms case, it increases by 164%, which is mainly caused
by the buffering time in affected nodes. Fortunately, the average
end-to-end delay of the lower 65% packets is 34.707 ms, almost
the same as the average end-to-end delay when no RM exists.

Parameter ts provides us design choices: in the delay-
tolerance applications. We set larger ts to obtain more energy
saving. In the delay-sensitive case, a smaller ts should be
adopted to avoid significant delay raise.

Fig. 14. CDF of sensor sleep ratio in a dynamic scenario.

Fig. 15. CDF of packet end-to-end delay in a dynamic scenario.

2) Dynamic RM Scenarios: Actually, RMs are dynamic
and they may disappear from the WSN field at any time:
exterior RMs (ubiquitously-used wireless devices) might move
away or be powered OFF; interior ones (special sensors) may
become normal when their power become scarce too. Take a
laptop in our lab for example. It is powered ON when its owner
begins work at 8:12, 14:07, and 19:35 and when it is shut down
after the owner leaves for meals (rests) at 11:46, 18:11, and
22:27. We use 14 laptops and 24-h traces (can be found in our
simulation source code) as input and run the simulation again.
Results are shown in Figs. 14 and 15.

In a dynamic scenario, silent RMs may become active after
the primary RM disappears. Hence, more sensors (86% as
shown in Fig. 14) enjoy energy conservation. However, the
sleep ratio of sensors becomes gentle due to the fact that few
RMs would exist at night. The average sleep ratios over all
sensors are 24.1% and 26.6% in ts = 20ms and ts = 100ms
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Fig. 16. Basic concept of ContikiMAC.

situations, respectively. Fig. 13 shows the CDF of packet end-
to-end delays. Average packet delay increases by 31.9% when
ts = 20ms and 161% when ts = 100ms. Similar to the static
RM scenario, most of the data (about 70%) just experience
gentle delay raise; whereas, the remaining 30% experience
significant delay raise due to buffering times in affected nodes.

Although only forward nodes could benefit from RMs, node
types are variant. With dynamic appearance/disappearance of
RMs, source nodes may become forward ones and enjoy energy
saving. To improve the energy conservation efficiency, we could
deploy specific RMs at night. We also suggest to distribute RMs
in a uniform manner, as only one active RM is allowed in its
communication range.

V. APPLYING ECARM IN DUTY-CYCLED WSNS

The above sections assume that every sensor keeps awake
before RM participation. Here, we focus on applying ECARM
in a WSN that is already duty-cycled under duty-cycling
schemes such as ContikiMAC [19] and X-MAC [20]. The core
concepts of these cycling methods are similar and we choose
ContikiMAC as a paradigm.

A. Introduction of ContikiMAC

In order to save energy, WSNs are duty-cycled [30]. A
widely adopted duty-cycling protocol is ContikiMAC [19], the
default radio duty-cycling mechanism in the Contiki operating
system [31].

We show the basic concept of ContikiMAC [19] in Fig. 16.
Sensors spend most of their lifetime in the sleep mode and peri-
odically wake up to perform clear channel assessment (CCA)
to check for radio activity. Whenever a transmission event is
detected, the receiver keeps awake to receive the next complete
packet. If the packet is aimed at the receiver, it sends back a link
layer acknowledgment (ACK). Otherwise, it drops the packet
and returns to the sleep mode instantly.

To send a packet, a sender repeatedly transmits the same
packet until an ACK is received. Without ACK, the packet
would be lost after a maximum transmission time of Tduty,
which is the duty-cycling period of ContikiMAC. The radio
check or the CCA period is also set to Tduty to ensure that
any transmission is reliably detected by two consecutive CCA
groups. (Each group consists of two CCAs.)

B. Analysis

Compared to ContikiMAC, ECARM conserves energy from
a totally different perspective, i.e., opportunistically leveraging

Fig. 17. Dual cyclings of forward nodes.

Fig. 18. Data forwarding process after applying ECARM in duty-cycled
WSNs.

powerful RMs. We believe that applying ECARM in a duty-
cycled WSN will generate better results than each alone. To
avoid confusion, the terms wake-up/sleep cycling and duty-
cycling are exclusively used by ECARM and ContikiMAC.

In a duty-cycled WSN, sensors keep duty-cycling all the
time. ECARM changes sensor behaviors in the same way as
described in Section II: source nodes reelect RMs as their new
next-hops while forward nodes experiencing dual cyclings, i.e.,
wake-up/sleep cycling and duty-cycling, at the same time. The
two cycling methods are independent and compatible, which
coexist on forward nodes as shown in Fig. 17. During Twk time,
forward nodes perform duty-cycling as if no RM exists during
Tsl, nodes never wake up to check the channel.

Due to the existence of always-ON RMs, time and energy
required for source nodes to perform packet transmission have
been significantly decreased (see Fig. 18). Meanwhile, under
the principle of ECARM, whenever packets are received, RMs
alternately relay them to a wake-up forward node and other
forward nodes could stay in the sleep mode for energy saving.

Therefore, the energy conservation capacity of both ECARM
and ContikiMAC is improved. As to ECARM, the beneficiaries
of RMs expand from only forward nodes to all sensors within
its coverage area. In terms of ContikiMAC, the energy conser-
vation efficiency would be increased after the participation of
RMs (verified in Section V-C).

Nevertheless, we indeed observe severe packet loss after
ECARM application. We deem that it might be caused by two
factors. The first one is Twk < Tduty. For example, as shown
in Fig. 19(a), the second CCA group of forward nodes is can-
celed during Tsl, which means the transmission activity of RM
R could not be detected. After R keeps transmission for Tduty

time, the packet would have been lost. The second factor is
denoted as Tre, i.e., we divide Twk into two parts based on the
last CCA group within Twk and the latter part is Tre [shown
in Fig. 19(b)]. The transmission initiated during Tre [Data 2 in
Fig. 19(b)] would be lost and the longer Tre, the higher loss rate.
Fortunately, both factors could be alleviated by larger Twk, i.e.,
larger time slot ts.

C. Evaluation

We now verify our hybrid scheme through simulations, again
with the settings of Table II. ContikiMAC is developed based
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Fig. 19. Severe data loss may happen after applying ECARM in duty-cycled
WSNs. (a) Data loss caused by Twk < Tduty. (b) Data loss due to asynchroniza-
tion of two cyclings.

Fig. 20. Data loss rate versus time slot ts when check-rate is set to 20 Hz.

Fig. 21. Cumulative channel clear assessment time.

on [19] (fast sleep is omitted due to the Poisson manner data
generation we assume) and incorporated into our simulation as
the radio duty-cycling (RDC) layer under MAC. The reception
procedure of RMs remains unchanged and the transmission pro-
cedure is revised to accommodate ContikiMAC. A controlled
distribution WSN in Fig. 1(b) is adopted and R is assumed to be
static and always active. We set the simulation time to 10 000 s
and the results are shown in Figs. 20–24.

We fix the ContikiMAC check-rate at 20 Hz (Tduty = 50ms)
and vary the time slot ts of ECARM to obtain various Twk val-
ues. As shown in Fig. 20, the data loss rate decreases with larger
ts. After ts > 10Tduty, data loss rate falls below 1%. We believe

Fig. 22. Cumulative transmission time.

Fig. 23. Cumulative reception time.

Fig. 24. Total wake-up time of source, forward, and affected nodes.

that the fluctuation is mainly caused by Tre, which is highly
correlated with the periods of the two cyclings.

Next, we record the cumulative CCA, transmission, and
reception time (including data reception aimed at the receivers
or data overhearing aimed at others) of source and forward
nodes at various check-rates. To assure low data loss rate, we
keep ts = 10Tduty. In order to show the energy conservation
improvement of the hybrid scheme, we compare the situation
without RM (pure ContikiMAC) and with RM (hybrid). All
of the reported results are averaged over two types of nodes
(source and forward nodes).

After ECARM application, forward nodes do not check the
channel or receive packets during Tsl, which results in decreas-
ing cumulative CCA and reception time (see Figs. 21 and
23). Furthermore, with increased check-rate, the cumulative
CCA and reception time is reduced more significantly due to
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the avoidance of frequent radio check and unnecessary data
reception. However, the cumulative transmission time remains
uninfluenced (see Fig. 22) since the work load of forward nodes
is not reduced.

In terms of source nodes, the cumulative CCA time remains
the same. As we mentioned above, in the pure ContikiMAC
scenario, source nodes repeatedly send the same packet and
more attempts are required when check-rate becomes lower,
which results in longer transmission time. After RM partici-
pation, repeated packet sending becomes unnecessary and the
cumulative transmission time becomes irrelevant to check-rate
(see Fig. 21). We note that the transmission time of source
nodes would be reduced greatly in circumstances where the
ContikiMAC check-rate is very low or source nodes under-
take heavy workload. However, the hybrid scheme does not
assure improvements in all aspects, and it indeed deteriorates
the cumulative reception time of source nodes (see Fig. 23).
This is because all source nodes send data packets to the same
RM in the hybrid scenario.

Finally, we record the total wake-up time of source and
forward nodes. The results are shown in Fig. 24. With the
increasing check-rate, the total active time of the hybrid scheme
reduces more for forward nodes while less for source nodes.
It provides us design space to choose different energy-saving
degrees for the two types of nodes. We also average the total
active time over all sensors in RM’s coverage area. The total
active time reduction rate varies from 20.9% to 24.3% at differ-
ent check-rates, which is a significant improvement over pure
ContikiMAC.

VI. PRACTICAL ISSUES

A. Security

After the adoption of ECARM, sensors might be open to
public RMs and data security is weakened. Fortunately, a lot
of approaches could be incorporated to ECARM to alleviate
this problem. Here, we just list several of them. First of all,
it is unnecessary for source nodes to send all of their data to
RMs. The knowledge of forward node’s wake-up/sleep cycling
is also possessed by source nodes. They can choose which
data to be relayed by RMs and which data to be sent to wake
up forward nodes directly. Second, authorization mechanisms
[32]–[36] can be used to ensure that only entrusted RMs could
participate in the sensornet. Moreover, cryptographic methods
such as AES [37] and DES [38] can be performed by those
entrusted powerful RMs to promote security.

We also recommend to deploy dedicated RMs for WSNs that
require high security. As to WSNs devised for temperature/
humidity monitoring, pollution detection, forest/mountain
supervising etc., ECARM not only save sensor’s energy but also
pass the valuable sensory information to individuals near the
WSN, who really care about the environment.

B. Connectivity Between RMs and Sensors

Nowadays, the widespread wireless communication tech-
nologies equipped on daily-used mobile devices are Wi-Fi,

bluetooth, and 3 G. However, most WSNs adopt the low-power
802.15.4 standard as MAC/PHY protocol [29]. The communi-
cation gap between mobile devices and sensors exists because
these technologies are incompatible. To deal with this problem,
projects reported in [12] equip sensors with an extra Bluetooth
USB adapter. Therefore, a Bluetooth communication link is
established between RMs and sensors.

The main purpose of ECARM is to provide a general solu-
tion to save energy for WSNs with the assistance of RMs.
ECARM is applicable whenever the communication among
RMs and sensors becomes a reality, which can be obtained
through 802.15.4 USB adapters or newly emerged 802.15.4
phones [39].

C. Data Exchange

There exist three kinds of data exchange methods after RMs
are included, which are: 1) sensor → RM → sink; 2) sensor
→ RM → Internet; and 3) sensor → RM → sensor → sink.
In the first way, RMs collect data from sensors and transmit
them directly to the sink through technologies such as Wi-Fi.
However, it assumes that RMs and sinks are closely located
such that they can communicate with each other directly, which
is only practical in small WSN scenarios. If the collected data
are transmitted whenever RMs move close enough to the sink, it
will definitely cause huge data delay since physical movement
is far slower than wireless communication. Another reason we
do not adopt Wi-Fi is its huge energy consumption, which will
be discussed in Section VI-D. In the second way, sensing data
are directly published to the Internet by RMs, which has two
major drawbacks: it is undesirable to RMs that Internet access
will cause data flow cost and it is unsuitable for scenarios where
the sink is installed with synthesized control abilities, implying
that a central controller is required to decide which data can be
sent to the Internet and which data need to be stored privately.
The third data exchange method avoids the above-mentioned
defects and, therefore, is adopted in this paper.

D. Energy Consumption of RMs

As we mentioned earlier, RMs either have direct power
access or never run out of power with daily charging. However,
ECARM would increase the energy consumption of RMs,
which is undesirable for RM users. Fortunately, the energy con-
sumption of an extra 802.15.4 compatible radio is truly limited.
We list the transmission/reception power of several commonly
used sensor-radios including CC2420 [40], CC1000 [41], and
AT86RF230 [42] shown in Fig. 25. Their energy consumption
is minimal even compared with most power-constrained RMs,
i.e., mobile phones. (The energy profile of HTC dream [43] is
also shown in Fig. 25.)

The holder of RMs will be glad to enable ECARM function
if the sensory data in WSNs are user-interested. (Note that pro-
viding user interest information is the main purpose of most
WSNs.) Further, some incentives could be offered to promote
user participation. For example, we can exchange the amount
of sensory data passing through user’s RMs with free phone
traffic, which will attract lots of RMs.
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Fig. 25. Energy profile of HTC Dream.

VII. RELATED WORK

Projects reported in [12] leverage the powerful connection
ability of smart phones to provide sensors isolated from Internet
access. Multiple practical applications in oil fields and offices
have verified the feasibility and effectiveness of the idea to treat
ubiquitously used wireless devices as data mules. Meanwhile,
Cao et al. showed room for the improvement of the existing
duty-cycling methods in [30]. The former projects motivate us
to propose ECARM to resolve the energy-constraint problem
of WSNs and the latter work shows us the potential benefit to
combine duty-cycling with RMs.

There has been tremendous amount of work targeted at
energy conservation in WSNs. Here, we just discuss those most
relevant to ECARM. For convenience, we classify them into
three categories [8], which are: 1) location-driven approaches;
2) connectivity-based approaches; and 3) mobility-based
approaches.

A. Location-Driven Approach

Location-driven approaches [6], [44] make the presumption
that every sensor knows the actual location of itself and the
sink. With location information, GAF [44] divides the network
field into small rectangle grids, and sensors in the same grid
are equivalent in terms of routing function to sensors in other
grids. At any time, in a certain grid, only one wake-up node
is enough and others could go to sleep to save energy. Sensors
in the grid of GAF [44] are similar to forward nodes in RM’s
coverage area of ECARM. However, in ECARM, the location-
is-known assumption is removed and RMs are in charge of the
coordination rather than nodes themselves. The coverage area
of source nodes is split into a number of regions based on their
distance from the sink in GeRaF [6]. Source nodes prefer wake-
up nodes in regions closest to the sink to act as data relay. In
ECARM, nodes are classified by their connection relationships
rather than their distance from the sink, and every forward node
has the same priority.

B. Connectivity-Based Approach

Connectivity-based approaches [45], [46] adaptively elect
nodes with longer expected lifetime as coordinators and put

others into the sleep mode. Most of these approaches include
two parts, which are: 1) an algorithm that minimizes the num-
ber of coordinators and meanwhile guarantees the connectivity
of the whole network and 2) a protocol that exchanges power
consumption information and negotiates the coordinator elec-
tion process among sensors. In ECARM, coordinators are RMs
rather than normal sensors. Thus, the complicated coordinator
election algorithm and the burdensome power-surplus informa-
tion exchange process are avoided. The energy conservation
balance is obtained by the dynamic nature of RMs. Compared
to connectivity-based approaches, one of the most obvious
advantages of ECARM is simplicity.

C. Mobility-Based Approach

Mobility-based approaches either assume that the sink (or
sensors) is equipped with actuator [25], [47] or depend on
mobile relays [13]–[16] such as animals, vehicles, and robots.
With the assistance of mobilizers, sensor’s communication
workload is relieved, i.e., the long range or multihop communi-
cation is replaced by short-range or single-hop communication.
Mobilizers receive data from sensors and relay them to the sink
either through physical movement or multihop transmission. In
this way, sensors spend most of their lifetime in the sleep mode
and the energy is conserved. However, these methods either
cause huge delay due to the limited physical speed of mobi-
lizers or assume that sensors are aware of the instant location of
the mobilizer. ECARM borrows the idea that takes advantage of
mules, but it does not utilize their mobility. Sensors select out
mules with long sojourn time within the WSN field and leverage
their abundant power, computation, and connectivity resource
for energy-saving. As a result, ECARM avoids the huge delay
increase caused by most mobility-based approaches.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we presented ECARM, a novel mechanism that
opportunistically utilizes RMs to reduce power consumption in
WSNs. We designed every part of ECARM and then simulated
it on the OMNET++ platform. Through extensive simulations,
we prove the correctness and energy conservation effectiveness
of ECARM. Finally, we promote the efficiency of ContikiMAC
by at least 20.9% after we apply ECARM in a WSN with
ContikiMAC.

However, the application of ECARM in duty-cycled WSNs
in this paper is crude in some aspects and the improvement is
planned as our future work. Here we just list some of them:
1) the wake-up/sleep cycling of ECARM could be synchro-
nized with the duty-cycling of ContikiMAC, which will reduce
the data loss rate; 2) incentive frameworks to promote deploy-
ment of ECARM considering that today’s Internet is evolving
to meet the continuous changing application requirements [48];
and 3) burst data transmission methods (e.g., [49]) could be
adopted after RMs receive data from source nodes, so that the
energy conservation efficiency will be further optimized.
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